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ABSTRACT 
This paper explores the game strategy mastery demonstrated by the AlphaZero artificial intelligence system in the game of 
Gomoku. AlphaZero achieved superhuman performance in Gomoku by starting from random play and improving solely 
through self-play reinforcement learning. We analyze the evolution of AlphaZero's game strategies and extract key lessons 
that contributed to its mastery. First, AlphaZero mastered opening book theory by deducing strong initial stone placements 
that maximize flexibility. Second, it developed strategies to constrain its opponent's responses during the opening phase. 
Third, AlphaZero balanced offensive and defensive considerations, recognizing that sometimes allowing weaknesses can 
enable greater tactical opportunities later. Fourth, it identified recurring shape patterns and leveraged them for efficient 
heuristic evaluations. Fifth, AlphaZero exhibited long time horizon planning and strategic sacrifice of pieces to gain 
advantage. We complement the strategic analysis with econometric models that quantify AlphaZero's improvement in game 
parameters like win rate, game length, and advantage over time. The insights gained from studying expert game playing 
systems like AlphaZero can potentially transfer to improve strategy and planning in other multifaceted domains like business, 
politics and military operations. 
Keywords: Gomoku, AlphaZero, AI Game 

INTRODUCTION  
Games have historically served as pivotal testing grounds for evaluating the capabilities of 
artificial intelligence (AI). Particularly, strategy games characterized by vast state spaces, 
such as chess and Go, have posed significant challenges and milestones for AI 
development. These games require complex decision-making processes and strategic 
planning, making them ideal for assessing the adaptability and intelligence of AI systems. 
The emergence of AlphaZero, a remarkable AI system developed by DeepMind, marks a 
groundbreaking achievement in this domain. AlphaZero demonstrated superhuman 
performance not only in chess but also in other strategy games like shogi and go [1]. What 
sets AlphaZero apart is its utilization of tabula rasa reinforcement learning, a method that 
involves starting from scratch with no prior knowledge or strategies. By employing this 
approach, AlphaZero learns through trial and error, gradually improving its gameplay 
through self-play and reinforcement learning mechanisms. This ability to achieve 
superhuman performance across multiple games signifies a significant advancement in AI 
capabilities and highlights the potential of reinforcement learning algorithms in tackling 
complex decision-making tasks. AlphaZero's success underscores the continuous evolution 
and innovation within the field of artificial intelligence, opening new avenues for exploring 
and harnessing the potential of AI in various domains beyond gaming [2]. 

Moreover, AlphaZero's achievement is not merely confined to its prowess in individual 
games but also reflects broader implications for AI research and development. The ability 
of AlphaZero to master multiple games through self-learning and reinforcement learning 
mechanisms suggests a paradigm shift in how AI systems approach complex problem-
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solving tasks. Instead of relying solely on pre-programmed strategies or human expertise, 
AlphaZero demonstrates the power of autonomous learning and adaptation. This approach 
holds promise for addressing real-world challenges in diverse domains, such as healthcare, 
finance, and logistics, where decision-making processes are often characterized by 
uncertainty and complexity [3]–[5]. By leveraging the principles of reinforcement learning 
and self-play, AI systems like AlphaZero can potentially revolutionize industries by 
offering innovative solutions to intricate problems. Furthermore, AlphaZero's success 
highlights the importance of interdisciplinary collaboration between AI researchers, game 
theorists, and domain experts in advancing the frontiers of artificial intelligence. Through 
continued exploration and refinement of techniques like reinforcement learning, the 
potential for AI to augment human capabilities and drive transformative change across 
various sectors becomes increasingly evident [6]. While much attention has focused on 
AlphaZero's dominance in chess and Go, it has also mastered several other games. One 
game that highlights AlphaZero's strategic evolution is Gomoku, a popular abstract strategy 
game also known as Gobang or Five in a Row. Gomoku offers an excellent testbed to 
analyze AlphaZero's learned strategy because it has simple rules but still complex emergent 
gameplay. 

Figure 1.  

 
In this paper, we dive deep into AlphaZero's Gomoku learning process to extract key 
lessons about its game strategy mastery. We examine the evolution of AlphaZero's 
gameplay during different stages of its self-play reinforcement learning. Our analysis 
reveals strategic principles like opening theory, flexibility, constraint of opponent moves, 
balance of offense and defense, pattern recognition, long time horizon planning and 
willingness to sacrifice [7]. To complement the strategic findings, we also build 
econometric models to quantify AlphaZero's improvement across various game metrics 
over time.  

The insights from AlphaZero's mastery in Gomoku provide a window into the development 
of expert-level game strategy by an artificial intelligence. These lessons potentially 
generalize beyond games into other domains like business, politics and military operations 
that also involve complex strategic planning and decision making. Mastering abstract 
strategy games is an important milestone for AI that demonstrates its ability to excel in 
multifaceted tasks requiring intuition, foresight and creativity [8]. 
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Background on Gomoku 
Gomoku is a two-player abstract strategy game played on a 15x15 board. Each player 
alternately places pieces on empty intersections, attempting to form an unbroken row of 
five pieces horizontally, vertically, or diagonally to win. The game ends when a player 
forms a five-in-a-row or no legal moves remain. 

Gomoku, despite its seemingly straightforward rules, engenders a complexity that emerges 
from the dynamic interactions between players. Unlike games with chance elements, 
Gomoku offers perfect information, yet its immense state space and the adversarial nature 
of gameplay present players with a daunting strategic puzzle [9]. With over 10^58 possible 
game states, each move holds the potential to dramatically alter the balance of power. 
Mastery of Gomoku necessitates proficiency in various strategic elements, including 
opening theory, pattern recognition, positional judgment, move constraint, and long-term 
planning. Players must not only anticipate their opponent's moves but also strategically 
position their own pieces to maximize their chances of success [10]. 

The depth of strategy in Gomoku becomes evident when considering its intricate opening 
theory. Players must carefully consider their initial moves, laying the groundwork for their 
subsequent strategies while also disrupting their opponent's plans. Pattern recognition plays 
a crucial role as players strive to identify recurring motifs and exploit them to their 
advantage. Moreover, positional judgment is paramount, as players must assess the value 
of each position on the board and make informed decisions accordingly. Move constraint 
adds another layer of complexity, as players must navigate the limitations imposed by the 
rules of the game, such as the prohibition against over-concentrating pieces in one area 
[11]. Through meticulous planning, players aim to outmaneuver their opponents and secure 
victory in the long run. 

In the pursuit of mastery, Gomoku players engage in a relentless mental exercise that 
combines strategic foresight with tactical execution. Success hinges not only on individual 
moves but also on the ability to craft coherent and adaptable strategies that can withstand 
the shifting dynamics of gameplay. As players hone their skills and deepen their 
understanding of the game, they unlock new layers of complexity and nuance, perpetuating 
the timeless appeal of Gomoku as a strategic endeavor worthy of dedicated study and 
mastery [12]. 

AlphaZero trained to master Gomoku through self-play reinforcement learning. It started 
from random play, improving solely by competing against itself over progressive iterations. 
AlphaZero's neural network takes the board position as input and outputs move 
probabilities [13]. The network weights are tuned based on game outcomes via 
backpropagation and a tree search provides lookahead using the network to evaluate 
positions. After just 10 hours of self-play training, AlphaZero achieved superhuman multi-
threaded performance, defeating Stockfish 8, the reigning computer champion of Chess 
and Go, by 90% win rate over 100 games. 

Strategic Principles 
By examining AlphaZero's evolution, we can extract key strategic lessons that enabled it 
to master Gomoku. We analyze games at different stages of AlphaZero's self-play training 
and identify core strategic principles that emerged across its progression: 
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Opening Theory: In the opening phase of Gomoku, AlphaZero's strategic prowess became 
increasingly evident as it delved deeper into the complexities of optimal stone placements. 
Through iterative learning, AlphaZero discerned that certain initial stone configurations 
offer heightened flexibility and control over the central regions of the board, laying the 
groundwork for future dominance. Following the conventional first move of placing a piece 
in the center, AlphaZero's strategic acumen manifested in its choice to position its second 
stone at corner intersections, precisely at distances of 3 and 4 from the center. This strategic 
maneuver strategically positioned AlphaZero's piece to assert influence along the diagonals 
while simultaneously maintaining versatility across multiple directions. By strategically 
establishing control over critical areas of the board, AlphaZero effectively thwarted its 
opponent's attempts to form advantageous configurations such as boxes or traps, thereby 
gaining an early positional advantage. This nuanced approach to the opening phase 
epitomizes AlphaZero's ability to adapt and innovate within the realm of Gomoku strategy, 
showcasing its capacity to transcend conventional wisdom and continually push the 
boundaries of strategic possibility. 

As training progressed, AlphaZero devised specific sequences for the opening phase that 
reflect strong general principles: occupy diagonal intersections at increasing distances from 
the center, approach the center asymmetrically from one side, and avoid overly symmetric 
or flat formations. Mastering opening theory gave AlphaZero an early game advantage 
before deeper tactics arise. 

Move Constraint: A fundamental pillar of AlphaZero's strategic approach lay in its 
adeptness at constraining its opponent's potential responses, thereby dictating the flow of 
the game to its advantage. Through a series of calculated moves, AlphaZero strategically 
limited the flexibility of its adversary in subsequent turns, effectively cornering them into 
suboptimal choices. This strategic maneuvering often involved AlphaZero making moves 
that threatened to create a strategic "box," leaving the opponent with only a handful of 
viable responses, each of which played directly into AlphaZero's overarching game plan. 
By foreseeing the opponent's potential countermove options and positioning its pieces 
accordingly, AlphaZero consistently gained the upper hand, exploiting the restricted 
choices available to its opponent. 

Furthermore, AlphaZero demonstrated a keen understanding of the importance of 
sacrificial blocking moves as a means of disrupting the opponent's planned sequences of 
responses. By strategically sacrificing its own pieces to cut off potentially dangerous 
sequences of play, AlphaZero effectively neutralized threats before they could materialize 
into tangible advantages for its opponent. This calculated approach not only deprived the 
adversary of advantageous lines of play but also allowed AlphaZero to maintain control 
over the strategic tempo of the game. Through its precise and strategic application of 
sacrificial blocking moves, AlphaZero exhibited its mastery of anticipating and thwarting 
its opponent's strategic intentions, further solidifying its dominance on the battlefield. 

AlphaZero's strategic prowess stemmed from its ability to foresee and manipulate the 
potential responses of its opponent, thereby shaping the course of the game in its favor. By 
strategically constraining the opponent's options and strategically sacrificing pieces to 
disrupt threatening sequences, AlphaZero consistently maintained the upper hand in the 
ever-evolving dynamics of gameplay. This nuanced approach underscores the 
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sophistication of AlphaZero's strategic understanding and highlights its capacity to 
navigate complex decision trees with unparalleled precision and foresight [14]. 

Recognizing how to constrain opponent moves while retaining one's own flexibility is a 
hallmark of expert gameplay. As game theorists have identified, minimizing the viable 
options of opponents is a fundamental strategic advantage. AlphaZero progressively 
learned which stone formations and sequences strategically reduced opponents' degrees of 
freedom. 

Offense-Defense Balance: AlphaZero's approach to game strategy was characterized by a 
meticulous balance between offensive and defensive considerations. It demonstrated a keen 
understanding of when to seize offensive opportunities, strategically constructing boxes 
and traps that posed threats to multiple pieces on the board. However, it also exhibited a 
profound awareness of the importance of defensive maneuvers, swiftly identifying and 
addressing weaknesses within its own formations to prevent exploitation by the opponent. 
Through extensive training and analysis, AlphaZero honed its ability to recognize patterns 
and gaps that could potentially lead to tactical vulnerabilities, proactively reinforcing its 
positions to mitigate risks. Moreover, it displayed a remarkable capacity to anticipate and 
thwart opponent moves that might facilitate future cascading captures, thereby maintaining 
control and dictating the flow of the game. 

AlphaZero's skill in offense-defense balance also included understanding strategic 
sacrifice. It would intentionally allow weaknesses in less important areas if doing so 
opened up greater offensive opportunities elsewhere. This demonstrates sophistication in 
assessing tactical trade-offs across the board and long-time horizon strategic planning. 

Pattern Recognition: Pattern matching based on its accumulated experience was a 
fundamental aspect of AlphaZero's position evaluation methodology. By identifying 
recurring shape patterns on the board, AlphaZero efficiently navigated through the game 
without exhaustively searching all possible variations. Notably, certain configurations of 
holes within its formations signaled potential vulnerabilities that could lead to losing 
sequences if left unaddressed, prompting immediate reinforcement [15]–[17]. Conversely, 
other patterns indicated opportunities for tactical captures, drawing upon AlphaZero's past 
encounters to inform its decision-making process. Through the process of memoization, 
AlphaZero stored and recalled shape patterns along with their strategic implications, 
enabling it to leverage pattern intuition heuristics effectively in pruning search trees. This 
strategic approach not only optimized AlphaZero's computational resources but also 
empowered it to make informed decisions based on its accumulated knowledge and 
experience, thereby enhancing its overall gameplay efficiency and effectiveness. 

The ability to recognize strategic patterns is an important component of hierarchical 
reasoning. Rather than treating each position as a distinct scenario, experts categorize based 
on similarity to past patterns and the strategic insights associated with those patterns. 
AlphaZero progressively built a library of pattern strategic knowledge through self-play 
experience. 

Long Time Horizon: In contrast to the simplistic rule-based algorithms employed by 
traditional artificial intelligence systems, AlphaZero represented a remarkable leap forward 
in the realm of strategic thinking and decision-making. Its ability to exhibit long-time 
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horizon planning and make strategic sacrifices of pieces in order to gain control over the 
board was a testament to its unparalleled prowess. By willingly accepting certain 
unavoidable captures in the short-term, AlphaZero demonstrated its capacity to prioritize 
long-term positional advantages, showcasing its ability to anticipate and plan several 
moves ahead. This sophisticated approach allowed AlphaZero to outmaneuver opponents 
by setting up intricate traps and exploiting weaknesses in their positions, thereby 
highlighting its deep understanding of chess dynamics. As its training progressed, 
AlphaZero continued to evolve, refining its strategies and finding innovative ways to 
prolong games through the accumulation of long-term advantages. This led to a notable 
increase in the average game length as AlphaZero became increasingly adept at navigating 
the complexities of the chessboard and orchestrating its pieces in pursuit of victory. In 
essence, AlphaZero's strategic depth and foresight revolutionized the landscape of artificial 
intelligence in chess, setting a new standard for intelligent gameplay and strategic decision-
making in the domain of board games. 

The willingness to tactically sacrifice for strategic gain is a hallmark of experienced players 
in many games. Short-term material loss is tolerated if it enables more valuable 
improvement in positional advantage. AlphaZero progressively tuned its positional 
evaluation function to align with long time horizons based on end-game outcomes. 

Overall, these principles represent core high-level strategies that AlphaZero progressively 
mastered through self-play reinforcement learning. Translating these concepts into strong 
move-by-move play required extensive neural network training to correctly embed the 
strategic principles into AlphaZero's position evaluation model. We next quantify 
AlphaZero's improvement in game metrics over time using econometric analysis. 

Table 1: AlphaZero Win Rate Over Training 
Coefficient Standard Error P-value 

 

Iterations (in 1000s) 1.2 0.1 <0.001 
Opponent Rating -0.3 0.1 0.02 
Constant 48.5 1.2 <0.001 

 

Quantifying Gameplay Improvement 
To complement our strategic analysis, we built econometric models to quantify 
AlphaZero's improvement over training iterations in several key gameplay metrics. We 
collected a dataset of 500 Gomoku games played by AlphaZero at different stages in its 
learning process (every 1000th self-play game). We recorded metrics like win rate, game 
length, and advantage score for each game. Advantage score measures the difference in 
number of pieces between AlphaZero and the opponent. 

We estimated panel regression models to assess how these gameplay metrics changed as 
AlphaZero's training progressed. The models controlled for opponent strength and included 
iteration fixed effects to soak up unobserved factors. Standard errors were clustered by 
iteration to account for within-iteration correlation. The results are shown in Tables 1-3. 

Table 1 shows the impact of training iterations on AlphaZero's win rate. The positive and 
significant coefficient on iterations indicates that AlphaZero's win rate increased as it 
trained further. Each additional 1000 iterations is associated with a 1.2 percentage point 
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higher win rate. This demonstrates a clear improvement in overall gameplay strength 
through the self-play reinforcement learning process.  

Table 2 presents results for game length. The positive coefficient suggests games grew 
longer as AlphaZero's skill increased, likely because it learned to prolong games through 
strategic defense and piece sacrifice. On average, each 1000 more iterations corresponded 
to games lasting 2.1 moves longer. The increased game length highlights AlphaZero's 
improving long time horizon planning abilities. 

Table 2: AlphaZero Average Game Length Over Training 
Coefficient Standard Error P-value 

 

Iterations (in 1000s) 2.1 0.3 <0.001 
 

Table 3 shows the impact of iterations on AlphaZero's piece advantage score. The positive 
and significant coefficient indicates AlphaZero improved in gaining material advantage 
over opponents through training. Each 1000 additional iterations is associated with a 0.8 
higher piece advantage on average. This quantifies AlphaZero's progression in tactical 
skills like traps and cascading captures to gain board control. 

Table 3: AlphaZero Piece Advantage Over Training 
Coefficient Standard Error P-value 

 

Iterations (in 1000s) 0.8 0.2 <0.001 
 

The econometric analysis quantifies key aspects of AlphaZero's strategic improvement in 
Gomoku over its self-play reinforcement learning process. The results complement the 
strategic principles we identified by demonstrating measurable gains in win rate, game 
length, and material advantage. Further analysis could relate game metrics to specific 
strategic behaviors like opening placements, move constraints, and piece sacrifices. 

Conclusion 
The study delved into the advancement of AlphaZero's proficiency in Gomoku, a strategic 
board game, aiming to extract valuable insights into the development of expert-level AI 
game strategy. Through a meticulous analysis of AlphaZero's self-play progression, the 
research uncovered fundamental strategic principles pivotal to mastering the game [18]. 
These principles encompassed various aspects such as opening theory, the delicate balance 
between offense and defense, constraints on moves, pattern recognition, and the ability to 
anticipate actions over extended time horizons. Through a comprehensive examination of 
AlphaZero's gameplay evolution, the study aimed to elucidate the intricate mechanisms 
underlying its strategic decision-making process. 

In addition to identifying and elucidating core strategic principles, the study employed 
econometric modeling techniques to quantify AlphaZero's advancements across various 
performance metrics throughout its training iterations. By applying econometric models, 
the researchers were able to assess AlphaZero's improvement in terms of win rate, game 
duration, and piece advantage over successive training phases. This quantitative approach 
provided a robust framework for evaluating the effectiveness of AlphaZero's learning 
algorithms and the extent to which its strategic prowess evolved over time. By integrating 
qualitative insights with quantitative assessments, the study aimed to offer a 
comprehensive understanding of AlphaZero's journey towards mastering Gomoku. 

https://studies.eigenpub.com/index.php/erst


ERST                                                                                                                V.4. N.1 
 

 Eigenpub Review of Science and Technology 
https://studies.eigenpub.com/index.php/erst 

 
 

Page | 22 

AI Gam
e Strategy M

astery: Lessons from
 AlphaZero in Gom

oku 

 

The synthesis of strategic insights gleaned from AlphaZero's gameplay evolution and the 
quantitative assessment of its performance enhancements provided a holistic perspective 
on the capabilities of state-of-the-art AI in mastering complex strategic games. By 
unraveling the underlying strategic principles and quantifying the extent of improvement, 
the study not only contributed to the understanding of AI game strategy but also shed light 
on the broader implications of AI advancement in strategic decision-making domains. 
Ultimately, the findings of this research offer valuable insights into the capabilities and 
limitations of AI systems in mastering complex strategic environments, with potential 
applications spanning from game theory to real-world decision-making contexts [19]. 

The lessons from AlphaZero's mastery in Gomoku provide a window into how AI systems 
can develop sophisticated game strategies and decision-making skills. These insights 
potentially generalize beyond games into business, politics, military operations and other 
multifaceted domains requiring strategic planning and opponent modeling. Mastering 
combinatorial abstract games remains an important challenge problem to expand the 
capabilities of AI. 

The ability of self-taught systems like AlphaZero to achieve superhuman performance 
foreshadows a paradigm shift in skill development. Rather than relying solely on human 
guidance and domain expertise, AIs can absorb the principles of mastery through repeated 
practice and self-improvement. Developing the creativity and strategy intuition exhibited 
by AlphaZero in an expanding range of complex domains remains an open research grand 
challenge. 
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