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ABSTRACT 
As robotic technologies become more advanced, their integration into everyday tasks like cleaning becomes increasingly 

practical and necessary. Human-Robot Collaboration (HRC) bridges the gap between human ingenuity and robotic precision. 

Research in Human-Robot Collaboration for cleaning is essential to develop efficient, safe, and user-friendly robotic systems 

that can seamlessly integrate with human workflows in various cleaning environments. This study provides an in-depth 

analysis of the various models of Human-Robot Collaboration (HRC) in cleaning robots, their inherent limitations, and the 

proposed solutions to enhance their functionality and effectiveness. Cleaning robots exhibit diverse functionalities across 

different HRC models, such as Supervised Autonomy, Shared Control, Cobotic Systems, and several others. The discussed 

models feature the combinations of robotic abilities and human guidance, designed for the nature of the environment and the 

type of cleaning tasks. Every model demonstrates a specific cooperation between human operators and robots, with roles 

ranging from direct oversight to greater autonomy, where robots learn and adapt from human feedback. This study identifies 

five general limitations that are commonly associated with cleaning robots in HRC settings. These include limited flexibility 

in unstructured environments, difficulty handling complex tasks, dependency on human supervision, limited sensory 

perception, and challenges in effective human-robot interaction. To address these challenges, the paper proposes a series of 

existing technological solutions. These include the development of Sensory Fusion and Perception Algorithms, which 

integrate multispectral sensor arrays and perception algorithms for enhanced environmental mapping and obstacle 

recognition. Reinforcement Learning and Context-Aware AI Models are suggested to enable adaptive behavior and intelligent 

decision-making in dynamic environments. Real-Time Adaptive SLAM Techniques and Automated Surface Detection and 

Adaptation Systems are suggested to improve navigation and cleaning efficiency. The use of Natural Language Processing 

for Human-Robot Interaction, Robotic Manipulators with Enhanced Dexterity, Self-Monitoring and Predictive Maintenance 

Algorithms, and Robust Multi-Modal Human-Robot Interaction Frameworks are recommended. 

Keywords: Autonomy, Cleaning, Collaboration, Human-Robot Interaction, Limitations, Models, Robotics 

 

I. INTRODUCTION   

The emergence of robots beyond traditional laboratory and manufacturing settings into 

more dynamic human-centric environments represent a significant evolution in the field of 

robotics. These environments, including homes, offices, hospitals, and even the vast 

expanses of outer space, present unique challenges and opportunities for robotic 

application. The transition from controlled settings, such as labs and factories, to these 

diverse environments necessitates a profound shift in the design, functionality, and 

interaction capabilities of robots. In these new domains, robots are required not just to 
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perform predefined tasks in isolation, but to adapt to varying and unpredictable human 

environments. This adaptation involves sensing, decision-making, and learning abilities to 

effectively in spaces traditionally dominated by human activity. The successful deployment 

of robots in such environments can lead to efficiency, safety, and convenience, contributing 

significantly to various sectors including healthcare, domestic assistance, office 

automation, and space exploration. 

Human-Robot Collaboration (HRC) represents the direct interaction between humans and 

robots with a focus on achieving mutual goals. HRC, at its core, is about fostering a 

relationship where humans and robots complement each other's capabilities. This 

collaboration is underpinned by technologies that enable robots to understand and predict 

human actions, adjust their behavior accordingly, and work alongside humans safely and 

efficiently. The essence of HRC lies in its bidirectional nature; not only must robots be 

attuned to human behaviors and needs, but humans must also develop an understanding 

and trust in robotic capabilities and limitations. This dual adaptation is critical for the 

seamless integration of robots into human-centric work environments. HRC is also 

instrumental in enhancing productivity, reducing human workload, and mitigating risks in 

hazardous tasks transforming the way work is conducted across various industries. 

Table 1. Comparison of Human-Robot Interaction and Human-Robot Collaboration 

Aspect Human-Robot Interaction (HRI) Human-Robot Collaboration 

Definition Encompassing term for the field of study on 

how humans and robots engage with each 

other. 

A specific subset of HRI 

emphasizing cooperative aspects. 

Focus Design, evaluation, and understanding of 

robotic systems in contexts of use or operation 

alongside humans. 

Cooperation where humans and 

robots work together for common 

goals. 

Scope Covers a wide range of interactions from 

casual encounters to complex task-oriented 

engagements. 

Targets scenarios with joint effort 

and mutual assistance. 

Key Components Interaction and engagement between humans 

and robots in various contexts. 

Interactivity and shared goals in 

cooperative tasks. 

Relationship 

Characteristics 

Broad spectrum of human-robot relationships, 

not necessarily collaborative. 

Specifically highlights 

collaboration and teamwork. 

 

In Industry 4.0, HRC is characterized by the integration of smart and autonomous systems 

that are fueled by data and machine learning. Industry 4.0 signifies a shift towards 

intelligent manufacturing systems where interconnected and data-driven technologies drive 

innovation and efficiency. In this context, HRC bridges the gap between human ingenuity 

and robotic precision. The incorporation of machine learning and data analytics in robotics 

enables these systems to learn from experiences, optimize their performance, and make 

informed decisions in real-time. As such, HRC is not only a testament to technological 

advancement but also a key enabler of more responsive, flexible, and efficient production 

processes. 

This study distinguishes between the concepts of human-robot collaboration and human-

robot interaction (HRI), as they encapsulate distinct aspects within the broader context of 

robotics. Human-robot interaction is a more encompassing term that refers to the overall 

field of study focusing on how humans and robots engage with each other. This domain 

includes the design, evaluation, and understanding of robotic systems in contexts where 

they are either used by humans or operate alongside them. In contrast, human-robot 
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collaboration is a specific subset of HRI, emphasizing the cooperative aspects where 

humans and robots work together to achieve common objectives. While HRI covers a wide 

range of interactions from casual encounters to complex task-oriented engagements, 

human-robot collaboration specifically targets scenarios where joint effort and mutual 

assistance are key components, highlighting the importance of interactivity and shared 

goals in the dynamic relationship between humans and robots. 

When humans and robots work together on a shared task, they essentially form a team. 

This concept of a team is defined as a group comprising a limited number of members, 

each possessing complementary skills, united by a shared commitment to a common 

purpose and a specific performance goal. Crucially, this team dynamic is not just about the 

combination of skills and objectives, but also encompasses a shared approach to achieving 

these goals. A defining characteristic of such a team is the mutual accountability held by 

all members, human and robotic alike. This mutual accountability implies that every 

member, whether human or robot, is responsible not only for their individual contributions 

but also for the team's overall performance and success. This perspective shifts the focus 

from the capabilities of individual members to the collective efficacy of the team as a 

whole, emphasizing collaboration, coordination, and a unified effort towards achieving the 

set objectives. 

Table 2. Types of human-robot interaction and workspace sharing 

Interaction 

Type 

Description Human-robot 

Relationship 

Shared 

Workspace 

Cell Independent work, no interaction between 

human and cobot. 

Separate No 

Coexistence Both in the same workspace but do not interact 

or share tasks. 

Independent Yes, but 

separate 

Synchronised Human and cobot perform tasks in a 

coordinated manner but not interactively. 

Coordinated but 

not interactive 

Yes 

Cooperation Human and cobot share tasks with divided 

responsibilities, interacting only for specific 

tasks. 

Interactive with 

divided tasks 

Yes 

Collaboration Human and cobot work together interactively on 

the same tasks simultaneously, in a fully shared 

workspace. 

Fully interactive 

and joint 

Yes 

 

The existing literature 1–4 in the field of robotics and human-machine interaction highlights 

a complementary relationship between human workers and robotic systems. Human 

workers are renowned for their exceptional problem-solving skills and sensory-motor 

capabilities, attributes that are essential in dynamic and unpredictable environments. 

Humans are naturally limited in terms of physical force and precision, often leading to 

challenges in tasks requiring high endurance or meticulous accuracy. In contrast, robotic 

systems excel in these very areas where humans have limitations. Robots offer superior 

fatigue resistance, higher speed, greater repeatability, and enhanced productivity, making 

them invaluable in repetitive and physically demanding tasks. Despite these, robots 

typically lack the flexibility and adaptability inherent to human workers, especially in novel 

or complex scenarios. 

This dichotomy between human and robotic capabilities sets the stage for Human-Robot 

Collaboration (HRC) to combine the strengths of both. HRC aims to alleviate the burden 
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of heavy or monotonous tasks from human workers, effectively transferring them to robotic 

counterparts 5. This shift not only enhances efficiency but also reduces the risk of injury 

and fatigue for human workers. Moreover, HRC establishes vital communication channels 

between humans and robots, ensuring a smooth and coordinated effort towards shared 

goals.  

Table 3. factors influencing the adoption of human-robot collaborative systems 

Factor Category Details 

Economic 

Considerations 

Labor Cost Reduction: Automating tasks to reduce labor expenses. Increased 

Productivity and Efficiency: Enhanced production output due to tireless operation 

of cobots. 

Occupational 

Health Factors 

Ergonomics and Human Factors: Minimizing physical strain for workers. Reduction 

in Work-Related Injuries: Lowering the risk of injuries and health issues. 

Contribution to Healthier Workforce: Aligning with sustainable, employee-friendly 

practices. 

Efficient Use of 

Factory Space 

Compact and Versatile Design: Allowing integration into existing spaces without 

major modifications. Space Optimization: Practical for optimizing layouts and 

conserving space. 

 

The concept of a collaborative robot, commonly referred to as a 'cobot', was first introduced 

in 1996 by Colgate and colleagues 6,7. Building upon this concept, Müller et al. later 

proposed a classification system to categorize the various methodologies through which 

humans and cobots can effectively work together 8. This classification, as detailed in table 

2, encompasses four distinct categories: Coexistence, Synchronized, Cooperation, and 

Collaboration. 'Coexistence' refers to scenarios where humans and robots share a 

workspace but operate independently without direct interaction. The Synchronized 

category describes scenarios where humans and robots work in the same space with some 

level of interaction, often in a sequential or coordinated manner. Cooperation involves a 

higher degree of interactivity, with humans and robots engaging in joint tasks, but with 

distinct roles 9. Collaboration represents the most integrated form of interaction, where 

humans and robots work together on the same task, sharing responsibilities and adapting 

to each other's actions in real-time.  

The inclination towards human-robot collaborative systems in various industrial sectors is 

largely driven by economic considerations, occupational health factors including 

ergonomics and human factors, and the desire for more efficient use of factory space. From 

an economic standpoint, these collaborative systems are attractive due to their potential to 

significantly reduce labor costs and enhance overall productivity. By automating repetitive 

and physically demanding tasks, collaborative robots (cobots) can work tirelessly, leading 

to increased production output and efficiency. Moreover, the implementation of cobots has 

a positive impact on occupational health. By taking over tasks that are ergonomically 

challenging, cobots help minimize the physical strain on human workers, reducing the risk 

of work-related injuries and long-term health issues. This not only contributes to a healthier 

workforce but also aligns with a growing emphasis on sustainable and employee-friendly 

work practices. Additionally, the compact and versatile design of these robotic systems 

allows for their integration into existing workspaces without requiring extensive 

modifications, making them a practical choice for optimizing factory layouts and 

conserving valuable space.  
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Cleaning robots in Human-Robot Collaboration (HRC) models 
Below are the specifics of how cleaning robots operate within each of the Human-Robot 

Collaboration (HRC) models, focusing on the unique dynamics and the particular role that 

the robots play in each scenario: 

Supervised Autonomy 

Supervised Autonomy in Human-Robot Collaboration (HRC) includes a robotics operation 

framework where autonomous robots execute tasks with human oversight. In this model, 

robots are endowed with artificial intelligence and sensory capabilities, allowing them to 

perform complex tasks independently 10. The human's role is to monitor, guide, and, when 

necessary, intervene or adjust the robot's actions. This setup relies heavily on the integration 

of algorithms, encompassing aspects of machine learning, environmental perception, and 

decision-making, with robust safety protocols to ensure that human interventions are timely 

and effective. The model is prevalent in scenarios where robotic precision and efficiency 

are essential, but human expertise and decision-making remain invaluable, such as in 

manufacturing, medical procedures, or exploration missions. The success of Supervised 

Autonomy hinges on seamless communication between the human and the robot, ensuring 

that the robot's autonomous operations align with human intentions and safety standards. 

Role of Cleaning Robots: Robots perform routine cleaning tasks like 

vacuuming, mopping, or dusting autonomously. 

In Context: These robots may have sensors and AI to navigate spaces and 

avoid obstacles, but in complex environments, human supervision is needed to 

handle unexpected situations, like moving unanticipated obstacles or 

navigating tricky layouts. 

Shared Control 

Shared Control in Human-Robot Collaboration (HRC) is a paradigm where both the human 

operator and the robot actively and simultaneously contribute to completing a task. This 

model stands out for its focus on dynamic interaction and cooperation in real-time. Unlike 

more hierarchical models, Shared Control sees the human and robot as co-participants in 

task execution. This approach requires a fluid allocation of roles and responsibilities, 

adapting to the task at hand, environmental conditions, and the respective capabilities of 

the human and robot. Crucial to this model is the need for sensing and feedback systems, 

allowing for immediate response to inputs from both the human and robot. Additionally, 

effective Shared Control necessitates sophisticated cognitive modeling. The robot must be 

capable of understanding and predicting human actions to a degree 11, ensuring harmonious 

and efficient collaboration 12. This model is relevant in scenarios where tasks require a 

blend of human intuition and robotic precision, such as in surgical applications or complex 

manufacturing environments. The performance of Shared Control model depends on 

intuitive interfaces, ensuring that the human and robot can work in concert without undue 

friction or misunderstanding. 

Role of Cleaning Robots: Robots handle certain aspects of cleaning, such as 

following a predetermined path for vacuuming or mopping. 
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In Context: Humans might control the robot for more detailed tasks like 

cleaning delicate surfaces or reaching into tight spaces, ensuring a thorough 

clean where the robot's autonomous capabilities fall short. 

Cobotic Systems 

Cobotic Systems in Human-Robot Collaboration (HRC) are specialized frameworks where 

collaborative robots, or cobots, are designed to work alongside humans in a shared space. 

These systems are a departure from traditional robotic setups, primarily due to their focus 

on direct physical interaction with humans and inherent safety features. Cobots are 

equipped with sensors, soft materials, and control mechanisms that allow for safe physical 

interaction. These safety features are critical, as cobots are often deployed in environments 

where they share workspace and tasks with humans. Another defining aspect of Cobotic 

Systems is their adaptability. Cobots are designed to be flexible in their functionality, 

capable of adapting to a variety of tasks and working styles. This adaptability extends to 

learning from and responding to human actions, making them more of a collaborative 

partner than a tool 13. The primary intention of Cobotic Systems is to augment human 

capabilities, offering strength, precision, and endurance, while leaving tasks requiring 

human judgment and dexterity to the operators. These systems are increasingly prevalent 

in manufacturing, healthcare, and service industries, where they enhance productivity and 

safety. The success of Cobotic Systems relies on the integration of cobots into human 

workflows, ensuring that they complement rather than disrupt human work. 

Role of Cleaning Robots: Robots are designed for safe operation alongside 

humans, undertaking tasks like floor cleaning or window washing. 

In Context: These robots are typically equipped with safety features to operate 

in close proximity to humans. For instance, a robot might vacuum a large hall 

while humans handle tasks that require fine motor skills, like cleaning intricate 

fixtures. 

Sequential Collaboration 

Sequential Collaboration in Human-Robot Collaboration (HRC) refers to a structured 

interaction pattern where humans and robots work on a task in a defined sequence rather 

than simultaneously. In this model, the task is divided into distinct segments or phases, 

with each phase being handled either by the human or the robot, but not both at the same 

time. The key element of Sequential Collaboration is the handover points – specific 

moments when the task transitions from the robot to the human or vice versa. These 

transition points are critical and often require clear communication protocols and precise 

task completion verification to ensure a smooth handover. This model is effective in 

scenarios where tasks require a mix of highly repetitive, precision-based activities (suited 

for robots) and those needing human judgment, creativity, or decision-making skills. 

Sequential Collaboration is often found in assembly lines or process-driven environments, 

where the clear demarcation of responsibilities and phases helps in optimizing efficiency 

and minimizing errors. The success of this model relies on careful task design and the 

integration of systems that can effectively signal and manage these transition points 

between human and robot participants. 

Role of Cleaning Robots: Robots perform a first pass of cleaning, like 

vacuuming or sweeping floors. 
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In Context: After the robot completes its task, humans can follow up with more 

detailed cleaning tasks, such as wiping down surfaces or cleaning areas that 

the robot cannot access, like corners or high shelves. 

Adaptive Learning Models 

Adaptive Learning Models in Human-Robot Collaboration (HRC) are centered around the 

concept of robots dynamically adjusting their behavior based on interactions with human 

counterparts and changes in the environment. Unlike static or pre-programmed models, 

Adaptive Learning Models enable robots to learn from experiences and modify their 

actions accordingly, leading to a more fluid and responsive collaboration. 

In these models, the robot continuously gathers data from its sensors and from its 

interactions with humans. This data is then used to update its understanding of the task, the 

environment, and the human's working style. Reinforcement learning models are applied 

here. They allow the robot to identify patterns, predict human actions, and optimize its own 

actions for better collaboration 14. 

The key functions of Adaptive Learning Models in HRC include improved efficiency and 

effectiveness of the collaboration over time, as the robot becomes more attuned to the 

specific requirements and details of the tasks and its human collaborators. These models 

are valuable in complex and dynamic environments where pre-programmed behaviors 

might not suffice, such as in healthcare, where robots might assist in varying surgical 

procedures, or in service industries, where customer interactions can greatly vary. 

Role of Cleaning Robots: These robots learn and adapt to specific cleaning 

preferences or routines based on human actions or feedback. 

In Context: For example, a robot might learn to focus more on high-traffic 

areas or adjust its cleaning pattern based on the human's past activities, such 

as cleaning more thoroughly under the dining table after meals. 

Interactive Task Allocation 

Interactive Task Allocation in Human-Robot Collaboration (HRC) refers to a dynamic 

process where the distribution of tasks between humans and robots is determined through 

continuous interaction and feedback. Unlike static task allocation models, where roles and 

responsibilities are predefined and rigid, Interactive Task Allocation allows for a more 

flexible and responsive division of labor, adapting to changes in the environment, task 

requirements, or the capabilities of the human and robot participants.  

In this model, the decision-making regarding who does what and when is not solely 

preprogrammed but evolves based on real-time data and interactions. This approach 

requires communication systems that enable the robot to understand and respond to human 

commands, gestures, or other forms of input. It also involves sophisticated algorithms 

capable of decision-making and prioritization of tasks based on the current context and 

goals. 

Interactive Task Allocation can be useful useful in scenarios where tasks are complex, 

variable, or unpredictable, necessitating a dynamic approach to collaboration. For instance, 

in a rescue operation, where the situation is rapidly changing, a robot might initially be 
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allocated to search tasks but can switch to debris removal based on real-time assessments 

and human instructions. 

The performance of the cleaning robots under Interactive Task Allocation model relies on 

the robot's ability to accurately interpret human inputs and the effectiveness of the human-

robot interface. It also relies on the robot's ability to adapt its behavior and capabilities in 

real-time, ensuring that the collaborative effort is optimized for efficiency, safety, and 

effectiveness. This model is a step towards more intuitive and naturalistic human-robot 

interactions, reflecting a shift from robots as tools to robots as collaborative partners. 

Role of Cleaning Robots: Robots dynamically take on tasks based on real-

time assessments of their capabilities and the complexity of the task. 

In Context: In a hotel setting, a robot might handle vacuuming the lobby while 

a human staff member cleans the bathrooms, with the allocation changing 

based on the current cleaning needs and robot availability. 

Augmented Assistance Models 

Augmented Assistance Models in Human-Robot Collaboration (HRC) focus on enhancing 

human capabilities and decision-making processes through the support of robotic systems. 

In these models, robots are not independent agents or equal partners but are designed to 

augment, support, and assist human actions and judgments. This approach is distinct in its 

emphasis on human-centric assistance, where the primary goal is to amplify human 

effectiveness and efficiency, rather than replacing or duplicating human efforts. 

Key elements of Augmented Assistance Models include sophisticated sensing and data 

processing capabilities, which allow robots to perceive and understand the human 

environment and context accurately. This understanding enables robots to provide 

contextual information, suggestions, or physical assistance that is highly tailored to the 

specific task and the human's current state. For example, in a medical setting, a robot might 

provide a surgeon with enhanced visualizations or steadying assistance during delicate 

procedures. 

These models rely heavily on ergonomic and intuitive interfaces, ensuring that the human 

can easily control and interact with the robotic system. The success of Augmented 

Assistance Models is measured not just in terms of task completion but also in how 

effectively the robot enhances the human's abilities, reduces workload, and mitigates risks 

or errors. 

Role of Cleaning Robots: Robots perform repetitive and straightforward 

tasks, while humans are guided in complex tasks through augmented reality. 

In Context: A robot might handle routine floor cleaning, while a human 

equipped with AR glasses is guided to clean high-touch, complex areas, like 

an intricately designed lobby area. 

Human-in-the-Loop Simulation 

Human-in-the-Loop (HITL) Simulation in Human-Robot Collaboration (HRC) integrates 

human input and decision-making into the simulation of robotic systems. This approach is 

applied in designing, testing, and refining robotic systems intended to interact with humans. 
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In HITL Simulation, real human operators are involved in the simulation process, providing 

inputs, making decisions, and interacting with the robotic system in a controlled, virtual, 

or semi-virtual environment. 

The key objective of HITL Simulation is to capture and understand the complexities of 

human-robot interaction, including human behavior, decision-making processes, and the 

variability of human actions. This understanding is critical for developing robotic systems 

that are not only technically proficient but also intuitive, safe, and effective in real-world 

human-robot collaborations. 

In this model, the simulation environment is typically equipped with sensors, interfaces, 

and feedback mechanisms to accurately mimic the conditions under which the human and 

robot will interact. The human participants provide real-time inputs, reactions, and 

decisions, which are then used to evaluate the robot's responses and the overall system 

performance. 

HITL Simulation is used in scenarios where the interaction dynamics between humans and 

robots are complex and difficult to model purely computationally. It allows for the 

identification and rectification of issues related to usability, ergonomics, safety, and 

effectiveness before the deployment of robotic systems in real-world scenarios 15. 

The effectiveness of Human-in-the-Loop (HITL) Simulation in Human-Robot 

Collaboration (HRC) depends on three key factors: the realism of the simulation 

environment compared to actual conditions, the excellence of the human-robot interface, 

and the extent to which the human participants reflect the final users of the robot system.  

Role of Cleaning Robots: Robots operate based on strategies developed and 

refined through human-guided simulations. 

In Context: Before deployment in a real environment, the robot's cleaning 

strategy is optimized through simulation with human input, ensuring it is well-

suited for the specific space it will clean, like a museum with various exhibit 

layouts. 

Remote Operation and Monitoring 

Remote Operation and Monitoring in Human-Robot Collaboration (HRC) refers to a 

framework where robotic systems are operated and supervised from a distance by human 

operators. This model is relevant in scenarios where direct human involvement is 

impractical, dangerous, or less efficient, such as in space exploration, underwater 

operations, or hazardous environment interventions. 

In Remote Operation, human operators control robots through interfaces that might include 

joysticks, keyboards, or more advanced systems like haptic devices and virtual reality 

environments. These interfaces provide the operator with control over the robot's 

movements and actions, often supported by live video feeds and sensory data from the 

robot, enabling a form of telepresence. 

Monitoring is another aspect of this model. It involves the continuous observation of the 

robot's performance, the environment in which it operates, and the outcomes of its actions. 

This is typically achieved through various forms of telemetry, which allow operators to 
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track the robot's status, receive alerts for potential issues, and make informed decisions 

about interventions or adjustments. 

Role of Cleaning Robots: Robots perform cleaning tasks autonomously but 

are monitored and occasionally controlled remotely by humans. 

In Context: In large facilities like airports, robots can autonomously clean 

vast areas, with human operators stepping in remotely for navigation in 

crowded or complex situations. 

Feedback-Based Learning 

In Feedback-Based Learning in Human-Robot Collaboration (HRC) methodology, robots 

iteratively improve their performance and adapt to human preferences and requirements 

through continuous feedback from human collaborators. This approach is integral to 

developing robotic systems that are more aligned with human needs and can operate more 

effectively in human-centric environments. 

The core principle of Feedback-Based Learning involves the robot performing tasks, 

receiving evaluative or corrective feedback from human collaborators, and then adjusting 

its algorithms or behaviors based on this feedback. This process can involve various forms 

of feedback, such as direct commands, corrections, evaluations, or even more subtle cues 

like human gestures or expressions. 

Role of Cleaning Robots: Robots improve their cleaning performance based 

on human feedback, adapting their behavior over time. 

In Context: After each cleaning session, human feedback on missed spots or 

areas needing extra attention helps the robot refine its cleaning patterns for 

future tasks, such as focusing more on entryways during rainy seasons. 

limitations associated with cleaning robots in Human-Robot Collaboration 

(HRC) models 

This study identified five general limitations commonly associated with cleaning robots 

when used in Human-Robot Collaboration (HRC) models: 

Limited Flexibility in Unstructured Environments: 

Cleaning robots, designed primarily for structured environments, face considerable 

challenges in unstructured settings. These robots typically rely on pre-determined maps or 

algorithms that guide them through spaces with predictable layouts. However, in 

environments where the layout is irregular or cluttered, these robots struggle. For instance, 

a cleaning robot in a home or office space filled with furniture, cords, or daily clutter, finds 

it difficult to navigate. The robot's programming may not account for the dynamic nature 

of these obstacles 16, leading to inefficient cleaning paths or even collisions. This limitation 

becomes pronounced in environments that frequently change, such as busy office spaces 

or homes with children and pets, where the robot cannot adapt quickly to the new 

configurations. 

The effectiveness of cleaning robots is also compromised by their limited ability to detect 

and avoid unexpected obstacles. While many modern robots are equipped with sensors to 

avoid collisions, these sensors often have limitations in terms of range and sensitivity. They 
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may not detect low-lying objects, transparent surfaces, or objects that are too small. As a 

result, the robot might miss spots during cleaning or, worse, damage itself or the objects in 

the environment. This limitation is evident in cluttered spaces where the variety and 

unpredictability of obstacles exceed the robot's detection capabilities. 

The unpredictability of unstructured environments also affects the consistency of cleaning 

performance. In a structured environment, a cleaning robot can follow a set pattern 

ensuring that all areas are covered uniformly. However, in an unstructured space, the 

robot’s path becomes erratic and less efficient. It might overclean some areas while 

completely missing others. This inconsistency can be a significant issue in environments 

where cleanliness is critical, such as in healthcare facilities or laboratories involved in 

sensitive research 17. 

Robots that are effective on flat, hard surfaces may not perform as well on carpets, rugs, or 

over thresholds. Some robots have settings to adjust to different floor types, but this often 

requires manual intervention, which defeats the purpose of having an autonomous cleaning 

device. Additionally, these robots may not be effective on non-floor surfaces like tables or 

countertops, which are common in unstructured environments like homes or cafes. 

The spatial awareness and adaptability of cleaning robots are often limited. Advanced 

robots use technologies like LIDAR or camera-based navigation to map their environment, 

but these technologies have their limits in dynamic, unstructured spaces. For instance, a 

robot might not recognize a newly placed piece of furniture or a moved rug. This lack of 

adaptability means that the robot might not clean certain areas or could get stuck, requiring 

human intervention. This limitation becomes a significant hindrance in Human-Robot 

Collaboration (HRC) models, where the robot is expected to operate semi-autonomously 

in a human-centric environment. 

Difficulty in Handling Complex Tasks:  

Cleaning robots are ideally suited for repetitive, straightforward tasks like vacuuming a 

floor or wiping a flat surface. They operate efficiently in these scenarios because their 

programming and mechanical design are optimized for simplicity and repetition. However, 

when it comes to complex cleaning activities, these robots face significant challenges. 

Complex tasks often require a level of precision, decision-making, and adaptability that 

goes beyond the robot's capabilities. For example, tasks like cleaning objects or areas with 

complex geometries, such as ornate furniture or electronic devices with delicate 

components, are difficult for robots. These tasks demand fine motor skills and the ability 

to adjust techniques based on the object's nature, which are currently beyond most cleaning 

robots' capabilities 18. 

Another area where cleaning robots struggle is in handling fragile items. Most cleaning 

robots lack the sensitive tactile feedback that humans have. For instance, wiping a dusty 

antique vase or cleaning a fragile glass surface requires a gentle touch and the ability to 

sense the amount of pressure being applied. Robots, with their pre-programmed pressure 

settings and lack of touch, are at risk of applying too much force, potentially leading to 

damage. This limitation is a significant concern in environments like museums, art 

galleries, or homes with valuable items. 
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Cleaning robots also face difficulties in tasks that require judgement-based decisions. For 

example, deciding how to remove a stubborn stain on a carpet involves assessing the stain’s 

nature, choosing the appropriate cleaning agent, and determining the right amount of 

scrubbing. These decisions are based on subtle cues and experience, something that robots, 

with their pre-programmed algorithms, find hard to replicate 19.  

Complex cleaning tasks often vary significantly from one scenario to another. A cleaning 

robot that is effective in a residential setting might not be as effective in a commercial or 

industrial environment. The variety of surfaces, types of dirt or debris, and the different 

cleaning methods required in these varied settings present a challenge for robots. For 

instance, a robot that can navigate and clean a hotel lobby might struggle in a busy 

restaurant kitchen, where the cleaning demands are more diverse and complex. A 

significant limitation of cleaning robots in handling complex tasks is their limited sensory 

perception and interpretation. Their ability to interpret sensory data is still rudimentary 

compared to human perception. Tasks that require understanding of context, such as 

distinguishing between a dirt patch and a shadow, or recognizing the difference between a 

spill that needs wiping and an object that should be avoided, are challenging for robots.  

Dependency on Human Supervision or Intervention:  

One of the primary limitations of cleaning robots is their dependency on human supervision 

or intervention. Despite advancements in robotics, these machines still require human 

oversight to operate effectively. This need arises from their inability to fully adapt to new 

or changing environments. For example, a cleaning robot might be able to navigate and 

clean a familiar, structured environment with little human input. However, when the 

environment changes - such as furniture being rearranged or new types of obstacles being 

introduced - the robot may struggle to adapt. This limitation necessitates human 

intervention to either reprogram the robot's path or physically remove obstacles, thereby 

reducing the efficiency and autonomy that make these robots appealing. 

Cleaning robots are generally programmed to perform specific tasks in known conditions. 

They often falter when encountering unexpected situations. For instance, cleaning up 

sudden spills or dealing with unusual types of debris are scenarios where robots typically 

require human assistance. These machines may not have the sensors or the programming 

necessary to recognize and appropriately respond to such anomalies. As a result, humans 

need to step in to either clean the spill themselves or guide the robot in how to handle it, 

which again undermines the robot's autonomous functionality. 

In environments such as busy offices, public spaces, or homes with active children and 

pets, the conditions can change rapidly and unpredictably. Robots may find it challenging 

to navigate around moved furniture or avoid unexpected obstacles like toys or pets. This 

necessitates a level of human supervision to ensure the robot operates safely and 

effectively, which can be time-consuming and counterproductive to the intended 

convenience of using a robot 20. 

Cleaning robots also face challenges in complex navigation and decision making, requiring 

human input. While some robots are equipped with navigation systems, they may still 

struggle in certain scenarios, like tightly clustered furniture, multi-level spaces, or areas 

with reflective surfaces that can confuse sensors. In these situations, humans often need to 
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intervene, either by manually moving the robot to a different area or adjusting its settings 

to better handle the specific environment. 

Many cleaning robots require human input to achieve optimal performance. This includes 

setting cleaning schedules, defining boundaries or no-go zones, and selecting specific 

cleaning modes for different areas. It means that the robot cannot operate entirely 

independently 21. Users often need to monitor the robot's performance, make adjustments 

based on its effectiveness, and intervene when the robot encounters problems it cannot 

solve on its own. 

Limited Sensory Perception:  

Cleaning robots have restricted sensory perception in identifying different types of dirt or 

grime. These machines often lack the nuanced perception that a human cleaner possesses. 

For instance, humans can easily spot and differentiate various kinds of dirt, stains, or spills, 

whether they are oil-based, watery, or dry dust. In contrast, cleaning robots typically rely 

on pre-set algorithms and sensors that may not be as adept at identifying these variations. 

This limitation means that certain types of dirt or stains may go unnoticed and uncleaned, 

especially if they are not within the robot's programmed cleaning areas or surfaces. 

Most cleaning robots are designed to clean floors and, in some cases, flat surfaces like 

countertops. However, dirt and grime can accumulate in less accessible or unconventional 

areas, such as high shelves, corners, or under furniture. A human cleaner can visually 

inspect and reach these areas, but a cleaning robot, confined to its programmed path and 

cleaning range, often misses them. This limitation results in a cleaning process that may 

leave certain areas untouched, compromising overall cleanliness.  

Humans can easily assess the amount of dirt or the intensity of a stain and adjust their 

cleaning approach accordingly – scrubbing harder for tough stains or using different 

cleaning agents for different types of dirt. Robots, however, typically operate with a 

uniform approach, irrespective of the dirt level. This one-size-fits-all method can be 

ineffective for areas that require more intensive cleaning or could lead to over-cleaning in 

areas that only need a light touch. 

The sensory systems of cleaning robots often lack the contextual understanding of dirt and 

cleanliness that humans inherently have. For instance, a human cleaner can understand that 

a small amount of dust in an otherwise clean room might not necessitate a full cleaning 

cycle, whereas a robot might treat all detected dirt the same way. Similarly, humans can 

recognize the difference between a permanent mark on a surface and a removable stain, 

something that a robot might struggle with 22. This lack of contextual understanding can 

lead to inefficiencies in the cleaning process. 

The sensory perception of cleaning robots is heavily dependent on their specific sensors 

and algorithms. These sensors are typically designed for generic tasks like detecting 

obstacles, changes in floor texture, or large patches of dirt. They may not be sensitive 

enough to detect finer particles or subtle variations in dirt types. Moreover, the algorithms 

that interpret sensor data are often geared towards efficiency and coverage, rather than the 

detailed identification and treatment of different kinds of dirt and stains. 
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Challenges in Collaboration:  

Effective collaboration depends on the ability of humans and robots to understand and 

respond to each other's signals and commands. However, this level of interaction is often 

challenging to achieve. Robots typically communicate through simplistic means such as 

lights, sounds, or basic digital displays, which may not convey complex messages 

effectively. Humans, used to rich communication, may find these signals too rudimentary 

or ambiguous, leading to misunderstandings. For instance, a robot's signal indicating a full 

dustbin might be overlooked or misinterpreted by a human collaborator, resulting in 

operational inefficiencies. 

The data presented can sometimes be too technical or not user-friendly. Users may struggle 

to understand error codes, battery status, or navigation issues, which can lead to improper 

responses or unnecessary interventions. This gap in communication becomes problematic 

when rapid and precise understanding is essential for effective collaboration, such as in a 

fast-paced commercial cleaning scenario 23. 

Providing feedback or instructions that the robot can understand and act upon is equally 

challenging. Most cleaning robots are limited in their ability to receive and interpret 

complex human input. Users are often restricted to a set of pre-defined commands or 

interactions, which may not cover the full range of necessary responses or adjustments. For 

example, directing a robot to clean a specific spill or avoid a certain area temporarily can 

be difficult if the robot's input mechanisms are not designed for such detailed instructions. 

Ideally, a cleaning robot would learn from its interactions with humans and adjust its 

cleaning strategy or navigation patterns accordingly. However, most current cleaning 

robots have limited learning capabilities. They are often unable to modify their 

programmed behavior based on human feedback or past experiences, which limits the 

depth of human-robot collaboration. This limitation is evident in environments where 

cleaning needs are variable and require a high degree of flexibility and adaptability.  For 

humans to rely on robots, they need to trust the robot's capabilities and understand its 

limitations. Conversely, the robot's programming must align with human expectations and 

working styles. Achieving this level of mutual understanding and trust is challenging when 

robots exhibit limitations in flexibility, adaptability, and communication.  

Proposed solution can specifically enhance the functionality and 

effectiveness of cleaning robots in Human-Robot Collaboration (HRC) 

models 

Sensory Fusion and Perception Algorithms:  

Modern cleaning robots can be equipped with a combination of LIDAR, stereoscopic 

vision, ultrasonic, and capacitive sensors. LIDAR sensors, for instance, provide high-

resolution, 360-degree spatial mapping, essential for navigating complex environments. 

This technology, often seen in autonomous vehicles, uses pulsed laser light to measure 

distances and create detailed 3D maps of the surroundings. Stereoscopic vision systems, 

on the other hand, mimic human binocular vision, offering depth perception that aids in 

more nuanced object recognition and spatial understanding. This is useful for identifying 

smaller or lower-lying obstacles that might otherwise be missed. Ultrasonic sensors, using 

sound waves to detect objects, are used in tight or cluttered spaces where optical sensors 

might be hindered. Lastly, capacitive sensors, which detect changes in capacitance caused 
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by proximity to objects, offer a distinct advantage in detecting surface types and debris 

characteristics, enabling the robot to adjust its cleaning strategy accordingly. 

The raw data collected by these sensors is processed using perception algorithms, often 

based on deep learning techniques. For instance, convolutional neural networks (CNNs) 

are employed to interpret visual data from stereoscopic cameras, enabling the robot to 

recognize and classify various objects and surface types. These algorithms are trained on 

extensive datasets that include a wide range of environmental scenarios, ensuring robust 

performance even in unfamiliar settings. Sensor fusion techniques are employed to 

integrate data from multiple sensors, creating a more comprehensive and accurate 

representation of the environment. This integrated approach is essential for detecting and 

classifying challenging obstacles such as transparent glass objects, reflective surfaces, or 

irregularly shaped items like cables and small toys, which are typically problematic for 

conventional cleaning robots 24. 

The efficiency and effectiveness of these robots relies on the ability to process sensor data 

in real time. This necessitates the use of high-performance computing units capable of 

handling the computational demands of deep learning algorithms. The real-time aspect is 

critical, as it allows the robot to respond promptly to dynamic changes in the environment, 

such as moving people, pets, or newly introduced obstacles. The use of edge computing 

devices, which process data locally on the robot, can significantly reduce latency, ensuring 

swift and appropriate responses to environmental changes. This capability not only 

enhances the robot's cleaning performance but also ensures safety and reliability, vital in 

varied and unpredictable household or industrial settings. 

Reinforcement Learning and Context-Aware AI Models:  

RL techniques like Deep Q-Networks (DQN) and Proximal Policy Optimization (PPO) 

empower these robots to adapt their cleaning strategies over time. For instance, a robot 

employing DQN can evolve its cleaning path based on continuous feedback, such as the 

efficiency of dirt collection and battery usage. This learning process ensures that the robot 

becomes more efficient in its tasks, adapting its strategy to different environmental 

complexities. 

Context-aware AI models enable robots to differentiate between various cleaning contexts, 

such as commercial, industrial, and residential settings, and adjust their cleaning 

approaches accordingly. In commercial spaces the models prioritize speed and wide 

coverage. Conversely, in residential settings, the focus shifts to thoroughness and careful 

navigation around obstacles. This contextual differentiation is achieved by training the AI 

models with a blend of supervised learning, for initial environmental understanding, and 

reinforcement learning, for continuous strategy refinement. Such models can analyze 

different environmental factors, from room size and furniture layout to surface types, 

enabling the robot to tailor its cleaning method – whether it is adjusting suction power or 

selecting specific cleaning agents. 

These AI models excel in complex decision-making tasks for navigating cluttered spaces. 

They can calculate optimal cleaning paths, avoiding obstacles while ensuring no area is 

missed. When encountering different surface types, the robots can intelligently adjust their 

cleaning mechanism, be it modifying brush speeds or suction intensity.  
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Real-Time Adaptive SLAM Techniques:  

Improving SLAM (Simultaneous Localization and Mapping) algorithms for dynamic 

environments represents an evolution in the field of robotic navigation, for cleaning robots 

operating in spaces where layouts and obstacles are subject to frequent change. Traditional 

SLAM techniques, primarily designed for static environments, often fall short in accurately 

mapping and navigating through areas with moving obstacles or layout alterations. To 

address this challenge, real-time adaptive SLAM techniques have been developed, 

integrating sophisticated capabilities like dynamic object tracking and scene segmentation 
25. 

Incorporating dynamic object tracking into SLAM systems is a significant enhancement. 

This feature enables robots to identify, track, and adapt to moving objects within their 

operational environment. The robot can detect and continuously monitor the movement of 

objects and individuals in its vicinity by leveraging sensor arrays, such as LIDAR 

combined with RGB-D cameras. This sensor fusion provides a comprehensive dataset, 

encompassing depth, color, and spatial information, which is applied for distinguishing 

between static and dynamic elements in the environment. The SLAM system processes this 

data to update the robot's internal map in real-time, ensuring that its representation of the 

space remains accurate even as objects move or layout changes occur. 

Additionally, the integration of scene segmentation into SLAM algorithms are used in 

enhancing the robot's environmental understanding. Scene segmentation involves dividing 

the visual input into distinct segments or categories, such as floors, walls, furniture, and 

moving objects. This categorization aids the robot in more effectively navigating its 

surroundings, allowing it to make informed decisions about its path and cleaning strategy. 

For instance, by identifying a moving object as a person or a pet, the robot can choose to 

temporarily alter its path to avoid collision, and then resume its original route once the 

obstacle is cleared. This level of real-time adaptation is critical in environments like busy 

homes or active commercial spaces, where static mapping would be insufficient. 

Automated Surface Detection and Adaptation Systems:  

The development of Automated Surface Detection and Adaptation Systems in robotic 

cleaning technology focuses on enhancing the robot's ability to recognize and adapt to 

various surface types and materials. This advancement is achieved through the integration 

of tactile sensors and machine vision. Tactile sensors, embedded in the robot, provide real-

time data on surface texture and hardness, allowing the robot to differentiate between 

surfaces like hardwood, tile, carpet, or upholstery. Machine vision, on the other hand, 

utilizes cameras and image processing algorithms to identify visual patterns and colors 

indicative of different materials. This combination of tactile feedback and visual analysis 

enables the robot to accurately determine the nature of the surface it is cleaning. 

Upon detecting the surface type, the robot can then engage its adaptive cleaning 

mechanisms. One such mechanism is variable pressure control, which adjusts the force 

exerted by the robot based on the surface sensitivity and cleaning requirements. For 

instance, delicate surfaces like hardwood or certain tiles may require gentler cleaning, 

while carpets might need a more robust approach. Another adaptive feature is the rotational 

speed modulation of brushes. This allows the robot to change the speed of its brushes to 
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suit different surfaces; slower rotations for delicate surfaces to prevent damage, and faster 

rotations for more durable surfaces or to dislodge ingrained dirt. 

Additionally, these systems are capable of automatically switching between dry and wet 

cleaning modes. This feature is beneficial in handling diverse cleaning scenarios within a 

single operation. For example, a robot can switch to wet cleaning when transitioning from 

a hardwood floor to a tiled kitchen area, then revert to dry cleaning on a carpeted surface. 

This seamless transition between cleaning modes not only enhances the efficiency of the 

cleaning process but also ensures that each surface is cleaned in the most effective and 

appropriate manner. 

Natural Language Processing for Enhanced HRI:  

The incorporation of Natural Language Processing (NLP) and speech recognition 

technologies into robotic systems can improve human-robot interaction (HRI). These 

technologies enable robots to understand and respond to human speech more intuitively 

and effectively. By employing NLP algorithms, robots can interpret not only simple 

commands but also more complex instructions and queries. For instance, a cleaning robot 

with NLP capabilities could understand a command like, "Clean under the kitchen table 

and then focus on the living room rug." This level of comprehension goes beyond basic 

voice commands, allowing users to interact with their robots in a more natural and 

conversational manner. 

In addition to command interpretation, these systems also include feedback mechanisms 

through which robots can communicate their status and actions back to the user. Utilizing 

text-to-speech technology, robots can provide detailed updates on their cleaning progress, 

battery life, or any issues encountered. For example, a robot might inform the user, 

 "I have completed cleaning the kitchen and living room. Now moving to the upstairs 

bedrooms,"  

or alert them to specific problems like, 

 "I am unable to clean under the couch due to an obstacle blocking my path."  

This two-way communication not only makes the interaction more engaging and 

informative for the user but also enhances the usability of the robot. The development of 

voice-activated control systems within these robots can further augments the user 

experience. Users can activate and direct their cleaning robots through voice commands, 

making the operation more convenient and accessible, especially for individuals with 

mobility issues or those engaged in other tasks.  

Robotic Manipulators with Enhanced Dexterity:  

The focus on improved fine motor skills, potentially inspired by soft robotics principles, 

allows these manipulators to exhibit a level of flexibility and adaptability akin to human 

hands. Soft robotics, a field that involves constructing robots from highly flexible 

materials, enables the creation of manipulators that can gently and effectively interact with 

a variety of surfaces and objects, minimizing the risk of damage.  

These manipulators are designed to handle tasks that require a high degree of precision and 

care. For instance, they can delicately dust sensitive equipment, polish intricate fixtures, or 
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gently clean decorative items. Their ability to flex and conform to different shapes makes 

them adept at cleaning irregularly shaped objects, such as ornate vases or complex 

machinery parts, which are challenging for traditional rigid robotic arms. 

The dexterity of these manipulators allows them to access hard-to-reach areas that are 

typically problematic for standard cleaning robots. This includes tight corners, high 

shelves, or narrow crevices. The manipulators can extend, bend, or twist in ways that 

replicate human arm and hand movements, ensuring thorough cleaning in areas that were 

previously inaccessible to robotic cleaners.  

Self-Monitoring and Predictive Maintenance Algorithms:  

The integration of self-monitoring and predictive maintenance algorithms into robotic 

systems can ensure their longevity and efficiency. These systems utilize predictive 

analytics, statistical algorithms 26, and machine learning techniques to identify the 

likelihood of future outcomes based on historical data. By incorporating machine learning 

models for predictive diagnostics, robots are equipped to anticipate performance issues 

before they escalate into significant problems. 

In practice, these self-monitoring systems continuously gather data from various sensors 

and components of the robot, such as motors, brushes, batteries, and filters. Machine 

learning models analyze this data to detect patterns and anomalies that may indicate 

impending wear or failure. For instance, a subtle change in the motor's vibration pattern or 

an unusual battery drain rate could signal the need for maintenance. By identifying these 

issues early, the robot can schedule its own maintenance, reducing downtime and 

preventing abrupt malfunctions during operation. The predictive systems enable the robots 

to adapt their operations proactively to extend their lifespan and maintain optimal 

performance. For example, if the system detects a decrease in battery efficiency, it might 

adjust the cleaning schedule or the intensity of cleaning to conserve power. Similarly, if 

wear on certain components is detected, the robot could modify its cleaning path or method 

to reduce strain on those parts. 

Conclusion  

The objective of this study is to conduct an analysis of Human-Robot Collaboration (HRC) 

in the cleaning applications. This research aims to explore and understand the different 

models of HRC that are currently being used or developed for robots, to identify their 

inherent limitations, and to propose viable solutions to overcome these challenges. The 

study focuses on various models of collaboration, such as Supervised Autonomy, Shared 

Control, and Cobotic Systems, examining how each model balances robotic capabilities 

with human guidance based on the complexity of the environment and the nature of the 

cleaning tasks. 

The Supervised Autonomy model showcases a balance between robotic efficiency and 

human oversight. Cleaning robots perform routine tasks autonomously but remain under 

human supervision for handling complex situations. This ensures safety and adaptability in 

dynamic environments. In contrast, the Shared Control model emphasizes active 

cooperation between humans and robots. Robots execute basic tasks, while humans take 

on more intricate cleaning activities. This necessitates advanced communication systems 

for real-time interaction. Meanwhile, Cobotic Systems involve cobots working alongside 

humans in shared spaces, focusing on tasks like floor cleaning or window washing. These 
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cobots are equipped with safety features and are adaptable, learning from human actions. 

This is particularly useful in environments where frequent human-robot interaction is 

essential, and safety is paramount.  

Sequential Collaboration involves a structured interaction where humans and robots work 

in sequence on a task, like initial sweeping by robots followed by detailed cleaning by 

humans. The key to this model is effective communication and smooth transitions. 

Adaptive Learning Models feature robots that dynamically adjust their behavior based on 

interactions and environmental changes, enhancing collaboration efficiency in complex 

settings. They become more attuned to specific cleaning requirements over time. 

Interactive Task Allocation offers a dynamic approach where task distribution between 

humans and robots is determined in real-time. This model adapts to environmental changes 

or task requirements, enabling robots to undertake tasks according to their capabilities and 

the complexity at hand. 

Augmented Assistance Models focus on augmenting human capabilities, where robots 

perform repetitive tasks and humans, possibly aided by augmented reality, handle complex 

cleaning activities. This model emphasizes improving human efficiency through robotic 

support. Human-in-the-Loop Simulation integrates human input in the simulation phase of 

robotic cleaning strategies. Remote Operation and Monitoring is applicable in situations 

where direct human involvement is impractical. Here, robots operate autonomously but are 

monitored and occasionally controlled remotely. Lastly, Feedback-Based Learning centers 

on robots improving their performance based on continuous human feedback, allowing 

them to refine their cleaning patterns to better meet specific needs. 

A significant part of the study is dedicated to identifying common limitations faced by 

cleaning robots in HRC settings. The study highlights five principal limitations associated 

with the use of cleaning robots in Human-Robot Collaboration (HRC) models. Firstly, 

these robots demonstrate limited flexibility in unstructured environments. Designed 

primarily for structured settings, they struggle in irregular or cluttered spaces, often failing 

to adapt to dynamic changes. This results in inefficient cleaning paths, potential collisions, 

and a general inability to effectively navigate through unpredictable environments. 

Secondly, cleaning robots face significant challenges in handling complex tasks. They are 

optimized for simple, repetitive activities and lack the precision and adaptability required 

for more intricate cleaning operations, such as handling fragile items or making judgment-

based decisions. 

Thirdly, there is a notable dependency on human supervision or intervention. Despite 

technological advancements, these robots still require considerable human input, 

particularly in adapting to new or changing environments and responding to unexpected 

situations. This reliance significantly reduces the efficiency and autonomy that make these 

robots appealing. Fourthly, cleaning robots are limited in their sensory perception. They 

are not adept at identifying various kinds of dirt or stains, particularly those not within their 

programmed cleaning areas or surfaces, and they often miss less accessible areas where 

dirt accumulates. Moreover, their one-size-fits-all cleaning approach can be ineffective for 

areas requiring more intensive cleaning. 

The study points out challenges in effective collaboration between humans and robots. The 

robots' simplistic communication methods and limited ability to understand and act upon 
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complex human input hinder effective collaboration. Furthermore, their limited learning 

capabilities restrict the depth of human-robot interaction, making it challenging to achieve 

a level of mutual understanding and trust necessary for effective collaboration. These 

limitations highlight the current constraints of cleaning robots in HRC models, 

emphasizing the need for further advancements to enhance their adaptability, sensory 

capabilities, and interactive functions. 

The proposed solution for enhancing the functionality and effectiveness of cleaning robots 

in Human-Robot Collaboration (HRC) models integrates several advanced technological 

approaches. Firstly, the implementation of Sensory Fusion and Perception Algorithms 

involves equipping robots with LIDAR, stereoscopic vision, ultrasonic, and capacitive 

sensors. This combination enables detailed spatial mapping and object recognition. 

Sophisticated perception algorithms, based on deep learning techniques, process this 

sensory data to create an accurate representation of the environment, allowing the robots 

to detect and classify challenging obstacles. 

Additionally, Reinforcement Learning and Context-Aware AI Models are employed to 

enable these robots to adapt their cleaning strategies over time and across different 

environments. Techniques like Deep Q-Networks and Proximal Policy Optimization allow 

robots to learn from their experiences, optimizing their path and cleaning methods based 

on continuous feedback. Context-aware models further enhance this adaptability, tailoring 

cleaning strategies to suit specific settings like commercial, industrial, or residential areas. 

A significant advancement is the incorporation of Real-Time Adaptive SLAM Techniques. 

These improved SLAM algorithms, featuring dynamic object tracking and scene 

segmentation, enable the robots to accurately map and navigate through environments 

where layouts and obstacles are constantly changing. This adaptability is essential for 

ensuring efficient and effective cleaning in dynamic settings. 

Automated Surface Detection and Adaptation Systems form another key component of the 

proposed solution. By integrating tactile sensors and machine vision, robots can accurately 

determine the nature of the surface they are cleaning and adjust their cleaning mechanisms 

accordingly. This includes varying the pressure exerted and the speed of brushes to suit 

different surfaces, as well as switching between dry and wet cleaning modes as needed. 

Natural Language Processing for Enhanced Human-Robot Interaction can allows robots to 

understand and respond to complex human instructions, facilitating more intuitive and 

effective communication between humans and robots. This enhances the overall user 

experience, making the robots more accessible and user-friendly. 

Robotic Manipulators with Enhanced Dexterity, inspired by soft robotics principles, enable 

the robots to handle delicate cleaning tasks with precision and care. These manipulators 

are capable of accessing hard-to-reach areas and cleaning intricate objects without causing 

damage, significantly expanding the scope of tasks the robots can perform. The 

incorporation of Self-Monitoring and Predictive Maintenance Algorithms ensures the 

longevity and efficiency of these robots. Predictive analytics and machine learning models 

enable robots to foresee maintenance requirements and adjust their functions to sustain 

peak performance. This approach minimizes operational interruptions and can extend the 

robots' service life. 
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